
Chapter Event Safety & Artificial Intelligence
co-hosted by

1



2



3





Technical Report
Chapter Event Safety & AI

Edited by

Iain Whiteside, Ayhan Mehmed

The Autonomous
July, 2020

2



test



Contents

1 | The Initiative 4
1.1 Vision . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Mission . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Approach . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Roadmap . . . . . . . . . . . . . . . . . . . . . . . . 6

2 | Chapter Event Safety & AI 8
2.1 Scope and Topics . . . . . . . . . . . . . . . . . . . . . 8
2.2 Event Statistics . . . . . . . . . . . . . . . . . . . . . 9

3 | Focus I: Neural Network Veri�cation and Valida-
tion 10

3.1 Talk 1: Dimensions of AI Systems Validation . . . . . . . . . . 10
3.2 Talk 2: Characterize Your Perception to Simulate for Safety . . . . 11
3.3 Talk 3: Modular Veri�cation of (Non-modular) AI-based Systems. . 12
3.4 Panel Discussion on Neural Network V&V . . . . . . . . . . . 14

4 | Focus II: Assuring Safety in AI Components 18
4.1 Talk 4: Assuring the Safety of AI-based Autonomous Driving - Tech-

nical, Management and Governance perspectives . . . . . . . . 18
4.2 Talk 5: Safety Cases and Safety Performance Indicators for AI Driven

Vehicles. . . . . . . . . . . . . . . . . . . . . . . . . 19
4.3 Talk 6: AI Safety from the Perspective of the DARPA Assured Au-

tonomy Program . . . . . . . . . . . . . . . . . . . . . 20
4.4 Panel Discussion on Assuring Safety in AI components . . . . . . 22

5 | Survey Results 25
5.1 Contributors . . . . . . . . . . . . . . . . . . . . . . . 25
5.2 Subject: General AD . . . . . . . . . . . . . . . . . . . 26
5.3 Subject: The Autonomous . . . . . . . . . . . . . . . . . 28
5.4 Subject: Neural Network Veri�cation and Validation . . . . . . . 30
5.5 Subject: Assuring safety in AI components . . . . . . . . . . . 33

Appendices 38
A | List of Abbreviations 38
B | Compliance Guidelines 39
C | Standard Settings Guideline 41
D | Acknowledgments 45
E | Feedback 46



blanc page



1 | The Initiative
As autonomous mobility is moving closer to becoming a reality, safety and trust con-
cerns prove to be the main hurdle in the way of reaching broad acceptance. OEMs and
technology suppliers (Tier 1, 2 & 3, and others) cannot overcome the safety challenge
and the necessary investment costs with a �go-it-alone� approach. Therefore, the au-
tonomous mobility industry and other relevant institutions need to come together and
show signi�cant e�orts in prioritizing and ensuring safety on all technological levels, as
well as set common technical and legal standards. Towards this, TTTech Auto initiated
The Autonomous - an open platform that brings together actors from the autonomous
mobility ecosystem to align on relevant safety subjects.

1.1 Vision

Create a safer, more livable,
and more sustainable future.

� The Autonomous

For all actors involved in the development of autonomous mobility solutions, who position
safety as a fundamental value of their products -The Autonomous is a knowledge
ecosystem - that generates new knowledge and technological solutions totackle key
safety challenges and to shape the future of safe autonomous mobility. Complementary
to standardization organizations that establish uniform engineering or technical criteria,
methods, and processes, The Autonomous will developGlobal Reference Solutions
for autonomous mobility that conform to relevant standards and facilitate the adoption
of these solutions on a grand scale. The bene�ts The Autonomous will provide to the
partners of the ecosystem are:

ˆ Developing safe and best-in-class solutions for Automated Driving (AD) challenges
thanks to the wisdom of the crowd;

ˆ Reduction of potential product liability risk by (i) tightly working with government
and regulatory institutions and (ii) developing a common basis for regulatory bod-
ies;

ˆ Reduction of development costs by (i) developing modular and reusable Global
Reference Solutions and (ii) sharing the development e�orts;

ˆ Reduction of risk of wrong development by joint de�nition of state-of-the-art and
state-of-practice;

ˆ Accelerating the learning curve by collectively learning from individual failures and
�eld observations;

Furthermore, the work products of The Autonomous are expected to serve as further
input to existing standardization activities and may also result in new standardization
projects.
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1.2 Mission

1.2 Mission
Towards the above-de�ned vision statement, The Autonomous will:

ˆ Provide a diverse and balanced knowledge ecosystem for autonomous mobility;

ˆ Set the stage for open discussions on main technical and architectural questions
where controversial approaches can be freely discussed;

ˆ Act as an interface between industry requirements, standardization, regulation
bodies, and academic research in safe autonomous mobility. Collectively identify
important gaps in the �eld and focus the e�orts;

ˆ Build consensus on major safety solutions within the automotive industry;

ˆ Generate high-quality know-how and Global Reference Solutions compliant to rel-
evant standards in autonomous mobility;

ˆ Facilitate the adoption of the Global Reference Solutions on a grand scale by plac-
ing them into applicable standards as solutions compliant to their requirements.

1.3 Approach

Current Approach

The development approach of automotive systems has remained unchanged over many
years. Generally speaking, a car manufacturer (OEM) and its suppliers (Tier 1, 2 & 3,
and others) cooperate and then compete with other manufacturers in providing better
solutions and products (see Figure 1). This approach has worked well for developing
standard, well constrained, and deterministic automotive embedded systems like Anti-
Lock Braking System (ABS), Engine Control Units (ECU), and others.

Figure 1: Current development approach of automotive systems.
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1.4 Roadmap

However, the approach is sub-optimal when it comes to the development of upcoming
SAE Level 3 - Level 5 Automated Driving Systems (ADS). The rationale for this is
(i) the novelty and high complexity of the AD systems, (ii) the unprecedented high
development costs, and (iii) the di�culty in aligning di�erent technical solutions on a
common state of the art.

Proposed Approach

To reduce the development cost, a shift from many interdependent cooperation groups
(where cooperation groups compete with each other on providing a better solution for
a given problem) to a single, broader, and more diverse knowledge ecosystem where
partners collaborate towards a single shared goal is necessary (see Figure 2). Such an
approach will enable (i) the development of safe and best-in-class products, (ii) an ecolog-
ical and sustainable development, and (iii) faster development autonomy. Furthermore,
in addition to car manufacturers and technology suppliers, The Autonomous also invites
stakeholders from governmental, academic, regulatory, and standardization institutions
in order to ensure an integrated view.

Figure 2: Proposed approach for development of future AD systems.

In �STEP 1� of the proposed approach, the partners of the knowledge ecosystem
will work together on Global Reference Solutions that conform to relevant standards.
The notion of the Global Reference Solutions is to cover all relevant problems in the
development of future AD systems. Hence, more than one reference solution will be
available, i.e., ranging from Fail-Operational/Fail-Degraded (FO/FD) architectures to
veri�cation and validation (V&V), runtime veri�cation approaches, sensor and sensor
fusion con�guration, and others. In �STEP 2� of the proposed approach, the partners of
the ecosystem will be able to individualize the Global Reference Solution to their needs
and therefore keep the competition �alive".

1.4 Roadmap
In 2020, The Autonomous is organizing a series ofvirtual technical workshops, also
known as �The Autonomous Chapter Events�, to facilitate discussions among experts
and work towards the target Global Reference Solutions. Figure 3 presents a summary
of the Chapter Events planned for 2020. While the scope of the Chapter Events will be
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1.4 Roadmap

further broadened by adding other relevant topics, the list below summarizes the current
status:

ˆ Chapter Event Safety & Architecture: 2nd of April, 2020 with co-host TTTech Auto;

ˆ Chapter Event Safety & Arti�cial Intelligence (AI): 5th of June, 2020 with co-host
Five;

ˆ Chapter Event Safety & Security: 22nd of June, 2020 with co-hosts In�neon, Secunet,
and Integrity Security Solutions;

ˆ Chapter Event Safety & Regulation: 9th of July, 2020 co-hosted with Posser Spieth
Wolfers & Partners (PSWP).

ˆ The Autonomous Main Event: 10th of March, 2021 co-hosted with TTTech Auto in
Vienna, Austria.

Figure 3: Summary of planned events.

The target outcome of each Chapter Event is a high-quality content summarized in
a report. The current report is a summary of the Chapter Event Safety & Arti�cial
Intelligence. The �ndings of all the reports will be outlined in The Autonomous Main
Event on March 10th, 2021.
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2 | Chapter Event Safety & AI

2.1 Scope and Topics
This Chapter Event explored the profound challenges associated with demonstrating �
through veri�cation, validation, and safety argumentation � that an autonomous vehicle
with AI-based components is acceptably safe for operation.

There is a fundamental con�ict between traditional veri�cation and validation �
where a well-de�ned speci�cation forms the basis of any safety argument � and, for
example, SAE L4 automated vehicles, where the very complexity inherent in the problem
� that which necessitates AI-based components in the �rst place � results in a lack of
complete speci�cation.

Entirely new methods of system architecture, implementation, and veri�cation are
required. The scale of this challenge is daunting. To make a start, we have focused
on several open questions that are considered crucial to safely unlock the true power of
autonomy to transform cities worldwide.

ˆ Focus I: Neural Network Veri�cation and Validation

� How can we determine that a testing set appropriately covers the domain?

� How can we determine that a testing set has appropriate granularity?

� How can we do e�ective validation of AI components during real-world testing?

� How can we come up with appropriate baselines for the performance of AI
components?

� What are the best methodologies for �nding unknown hazardous scenarios?

ˆ Focus II: Assuring Safety in AI Components

� Can a hierarchical ontology of detections be used to make better errors?

� How can sensor fusion be relied upon?

� How can one use simulations to test a system with perceptual components?

� How can a planner best act with the uncertainty information given?

� Are uncertainties provided by a DNN ever usable?

� Can runtime monitoring be used as a complementary solutions for asuring AI
component's safety?
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2.2 Event Statistics

2.2 Event Statistics
Figure 4 summarizes the facts about the event and the feedback received from the
participants. In particular, 413 registrations were made for the virtual event. The
participants were from 249 di�erent companies/institutions. The live stream had in
total 374 unique views. Throughout the four-hour event, there were 250 concurrent
viewers. Last but not least, 96 questions were asked by the audience, of which 25
were addressed (see Section 3 and Section 4 for the summary of answers). Forty-�ve
participants provided feedback after the event, where 100% of them said �yes� when
asked whether the event met their expectations. The participants also rated the event
with �ve-and-a-half stars out of six.

Figure 4: Facts about the event and feedback from participants.
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3 | Focus I: Neural Network Veri�cation
and Validation

3.1 Talk 1: Dimensions of AI Systems Validation
David Hand
Senior Research Investigator, Imperial College London

Summary

AI systems have the potential to revolutionize society. But this will happen only if the
systems can be trusted to do what they are supposed to do, and trust in AI systems can
be compromised in several ways. We examine the dimensions in which trust in an AI
system can be compromised, ranging from poor high-level speci�cations of the system's
objective to inadequate low-level performance.

Addressed questions

Q1 In your opinion, what is the most promising technique for veri�cation of AI-based
systems?

Í Answer by David Hand
Di�erent techniques are applied in di�erent application domains. A system that has
to make rapid decisions on the �y, such as an automated driving system is very
di�erent from a system that has to make a medical diagnostic decision. Medical
diagnostic decisions might not be so immediately important: there might be even
possibly days to make those decisions. I think that the most promising techniques
will very much depend on the application domain. I suppose the bottom line is
always a comparison in some way of what a system is doing - its output, speed and
so on - with the ground truth.

Q2 What is the Mean Time Between Failures (MTBF) an AI system provides today?
Which MTBF should it reach to be allowed for commercial use?

Í Answer by David Hand
Again, it depends on the application domain. If it's a spam �lter, or a fraud detection
�lter in credit card fraud, it will use a di�erent MTBF from an automated driving
system or an aeroplane autopilot. Perhaps you should measure the time between
failure not in time but in the number of decisions it makes. I think in some sense,
the time and number of decisions interact. We might have a system which fails where
the meantime between failures is 10 in terms of numbers of decisions it makes � but
if it's a slow-acting system, it only has to make one decision per day, and you had
10 days to sort out a problem, that's one thing, but if it's a system that makes a
decision every millisecond, that's an entirely di�erent question.
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3.2 Talk 2: Characterize Your Perception to Simulate for Safety

Q3 How do you think that properly representative data could be measured? Or
checked by a regulator?

Í Answer by David Hand
This is a question very dear to my heart. I see so many situations where a perfectly
good system uses data which is distorted or corrupted in some way, leading the system
to fail, and then, of course, the system gets blamed. But that's not appropriate, it
is the data collection process where the blame should lie. I think the answer to the
question is again �it depends on the application domain�. In many areas, yes, the
regulator should monitor the quality of the data, ensuring the data coming-in from a
variety of sources, perhaps is validated. In another case, perhaps especially systems
that have to make decisions very rapidly on the �y, there is no role for the regulator
in the same sense.

3.2 Talk 2: Characterize Your Perception to Simulate for
Safety
Iain Whiteside
Principal Scientist, Five

Summary

We outline some of the major challenges for building safe Automated Vehicles, with a
particular focus on those challenges associated with AI components. From those chal-
lenges, we outline a new paradigm that we call Understand and Explore that we believe
can help solve these challenges by enabling both more e�cient V&V of AV and a more
detailed understanding of the weaknesses of a given AI component. We brie�y describe
an approach in this paradigm that we call PRISM and elaborate on the bene�ts that it
provides over traditional approaches.

Addressed questions

Q4 In your opinion, what are the gaps existing in the emerging standards as SOTIF,
SaFAD (ISO TR 4804), UL 4600?

Í Answer by Iain Whiteside
That is a good question. Actually, I am a fan of these emerging standards. They
are doing a great job of explaining what the basic requirements are. I do think there
are potentially a few gaps in terms of how to justify that your nominal behavior is
safe. However, in my opinion, the most signi�cant gap I see is the di�erence between
what one has to do versus how to achieve it. There are many gaps in those technical
mechanisms to achieve a lot of these goals stated in UL 4600, for example.
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3.3 Talk 3: Modular Veri�cation of (Non-modular) AI-based Systems

Q5 Do you see runtime simulation deployed on the vehicle capable of making a real-
time prediction of AI intentions? And, in case of predicted malicious intentions, to have
mechanisms in place that switch to a highly safe fail-operational driving mode?

Í Answer by Iain Whiteside
This is de�nitely an approach, and it is an approach explored by Five in the past, so
it is a viable thing to do for making predictions. On the point about malicious inten-
tions, yes. It is not just malicious intentions that you need to model, however. You
would be predicting the intentions of vehicles that are following the rules of the road.
However, you also have to be able to predict, for example, vehicles making illegal
U-turns, that are breaking the road rules. Moreover, as you enforce more stringent
safety levels, you need to be able to demonstrate safety against less frequent events,
where you are more likely to have to incorporate illegal and malicious maneuvers in
your safety case.

Q6 How are we going to distinguish between data sets used to train an AI and data
sets used for its veri�cation?

Í Answer by Iain Whiteside
I think it depends on what you mean by "distinguish�. You would actually be using
data throughout the whole distribution of your training and your testing. But I
would say there is also a third category of data that is equally important, which is
the sort of data that you get when you are running on the road, since the lifecycle
of an AI component in an automated vehicle includes when you put it in the real
world and do your validation. This means that it is essential to distinguish between
the data that comes from your validation and the data that you have trained and
veri�ed your model on. It is this validation data that enables you to understand
where there were gaps in your training data. So absolutely, both of those data sets
need to match the distribution of your operational design domain and need to be
able to be representative. Then, as you collect more data in the �eld, you revise
those assumptions.

3.3 Talk 3: Modular Veri�cation of (Non-modular) AI-based
Systems
Yoav Hollander
Founder & CTO, Foretellix

Summary

Complex systems are never completely veri�ed. However, complex systems with a large
AI component (such as AVs) are even harder to verify, for the reasons we all know: In
particular, the AI part is hard to spec, opaque, and resists modular (as in module-by-
module) veri�cation. This talk will try to sketch an approach to overcome some of these
issues and visit the (uneasy) meeting point between Machine Learning and rule-based
systems.
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3.3 Talk 3: Modular Veri�cation of (Non-modular) AI-based Systems

Addressed questions

Q7 From the theoretical point of view, is safety assurance of AI-based systems (for
AVs) even possible? At what cost/time?

Í Answer by Yoav Hollander
I think that in a sense � and it may be disappointing to some � no complex system
is ever entirely correct, so complete safety assurance is only possible for extremely
simple systems. So in a sense, when talking here, we are talking about an optimiza-
tion game � how much safety, how many risks can we remove from a given amount of
time, using bound resources. This is true for both the AI-based system itself or the
machine learning part of the system and the full system. I think the best we can do,
and many people feel uncomfortable about it, is to optimize the use of resources and
track how well we are doing and then decide at some point that this is good enough.

Q8 What can we learn from the way the silicon industry approaches V&V? What are
the similarities but also the di�erences concerning autonomous vehicles?

Í Answer by Yoav Hollander
So we can learn some things, but we cannot trust this too much. As I have mentioned
in the discussion, there is certainly this thing about having lots of bugs and needing
a systematic way of getting rid of them. If you remember the Pentium bug, you
know that you need to have a systematic way of getting rid of those once you have
a complex enough system. Some of the techniques used there can be useful here.
Another thing you could observe sociologically is the rise of the veri�cation engineer
job as a respectable occupation. However, this other world of autonomous vehicles
is, in a sense, much more complex. In a sense, when you think back to David's
presentation, he was talking about the issue of how the objective of unspeci�ed
systems is adequately formulated. This is an issue here. Trying to bound only the
ML system is hard; trying to specify what the whole system does exactly is a big
problem. Trying to specify the pieces is very hard. It is similar and signi�cantly
harder.

Q9 How do we ensure that we have the completeness in risk dimensions?

Í Answer by Yoav Hollander (1/2)
There are two interpretations of this question. Number one is�How do we know
that our set of risk dimensions is complete?�. Number two is �How do we know for
a speci�c risk dimension whether we have validated it?�. To both, we have to be
cautious that there are no complete answers. About the issue of risk dimension �
things will happen in the world, and it will suddenly make us realize that there are
more risk dimensions.
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3.4 Panel Discussion on Neural Network V&V

Í Answer by Yoav Hollander (2/2)
If you have a tsunami and wonder what an autonomous car would do if it is faced
with that, you suddenly have a new risk dimension. You have not thought about
this risk previously, so you would add this and hopefully generalize it into a more
generic risk dimension. So I assume that the whole set will grow as more as there
are accidents. For those more speci�c risk dimensions, there are methodologies to
de�ne covered spaces and go systematically over the known problem space. None of
those methodologies are perfect, and the game of optimization is � you get better
and better, without ever being done.

3.4 Panel Discussion on Neural Network V&V

Addressed questions

Q10 If we are using data sets to train an AI (in conventional speech, a requirement
speci�cation), to also test the performance of the system (veri�cation), given the �per-
formance speci�cation data set� is getting wider and wider, assuming implementation is
perfect, is veri�cation becoming redundant?

Í Answer by Iain Whiteside, David Hand, Yoav Hollander
Veri�cation is never redundant: you can never be sure a system is working, and
novel situations will always be encountered, and systems will somehow be able to
cope with those. There is a trend towards more and more validation of automated
driving systems because that is the more straightforward thing to do. After all, you
go out and drive in the real world. However, if you work hard, you can attempt to
have at least a partial speci�cation of AI components to at least make sure that you
can get somehow con�dence, even if that speci�cation looks more like a model of the
errors that it tends to make, that a planning subsystem needs to be resilient to. As
there is always a residual risk, validation still plays an important role. As we mature
in the industry, veri�cation will become more and more important. If you have a
system that has never malfunctioned and appears to never malfunction, the question
is, should you, therefore, be reassured it is perfect under all circumstances, or should
you be suspicious, you have not tested it to its boundaries. Additionally, the testing
dataset that people use often assumes that we know what the full system should
do and, in a sense, especially if you put it inside the bigger system. It is almost
impossible to test it using just the inputs to the subsystem because to specify what
the bigger system does is hard. Even if you had in�nite training sets, you would still
not be sure that it does the right thing within the bigger system. It is all an aspect
of working out exactly what the question is.
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3.4 Panel Discussion on Neural Network V&V

Q11 How can we quantify system robustness against novel and unexpected situations
and is there a minimum coverage required before pushing them out into the real world?

Í Answer by Yoav Hollander, Iain Whiteside, David Hand
This issue of the long tail of the novel and unexpected situation is probably one of
the most annoying and dangerous for these systems. There is a tendency, I think
in regulatory bodies and standards to start thinking in the terms of coverage, which
I think is a good idea. It's reasonable that at some point, some regulatory bodies
will say okay, here is the kind of coverage you should have, maybe even formalize
what it means. Historically, the automotive industry comes out with ever-more-
strict standards. So there is the 2022 version of a standard and then there is the
2025 version of a standard which is more strict. So the demand is probably going
to be higher and higher as we are going on and learn more. The quality of what is
covered is another important dimension, since combinations of the parameters that
specify a logical scenario may not all make sense in a given concrete instantiation.
There are also similarities to extreme value theory in statistics where one might try
to develop analogous models in this area for how often unexpected events are going
to happen when something that you have not seen before is going to occur and then
try to build a model for how often you think that will occur and so decide where you
put your boundary. This is especially important since the majority of veri�cation
for AV is moving to simulation and, in order to make that simulation salient, you
need to sample from models of real world driving. Since you can't drive enough in
the real world, we need mechanisms for sampling the tails of the distributions.

Q12 What are examples of performance measures for AI, especially in the case of
AV?

Í Answer by Yoav Hollander, Iain Whiteside, David Hand (1/2)
There are two kinds of performance measures for any system. There are context-
speci�c and high-level system measures, which will include, for instance, how quickly
a system will make a decision, how quickly you can update a system when you provide
new information or you want to modify it. Then there are low-level system measures,
where performance is, for instance, the proportion of correct classi�cations, the area
under the ROC-curve, and precision-recall, for example. These are all aspects of how
many decisions the system is making correctly or incorrectly�today's discussion sort
of mixes these high-level measures with the low-level. We need to be able to integrate
those with the more context-speci�c high-level aspects of performance. It is also
absolutely critical to have a set of measures. Those measures should be speci�c to
the problem domain. For AV, this means understanding how well, for example, your
classi�er performs with objects close by vs. far away. It also means understanding
how much of your training and testing data for ML systems are covering the variety
of your ODD e.g., data in fog and rain.
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3.4 Panel Discussion on Neural Network V&V

Í Answer by Yoav Hollander, Iain Whiteside, David Hand (2/2)
At the high level of the whole system of which the ML system is a part, we also need
to have context-speci�c performance measures, often called KPIs. KPIs, such as the
time-to-collision, or a min/max acceleration (i.e., to have to stay within some) limits
are also interconnected: there is no one signi�cant number for each of them.

Q13 Generally speaking, the life of a system is split into two phases: the development
phase and the phase when it is already on the public road. We have been talking thus
far about approaches applied at the development phase that help us verify as best as
we can an AI-based system to ensure that the system is safe when deployed on the
public roads. However, we already talked that we cannot verify a complex system 100%
at the development phase, so there will always be a residual risk when we deploy the
system. What is your opinion on the use of runtime monitoring for the detection of
unsafe operation of the AI-based system when being deployed on public roads?

Í Answer by Yoav Hollander, Iain Whiteside, David Hand
If we think back for six months, for instance, the nature of people who have used
the roads and how they have used the roads have changed a lot. Our system might
have been great in December for the way people are driving. However, when people
stopped using the road because of the lockdown and had occasional races because
people had the opportunity to race 130 mph through towns, things started to change.
The point is that the world is non-stationary. It changes in strange and unexpected
ways, and we have to be aware that the system has to respond to these partly
unexpected changes, so we have to monitor it continually. Most of the autonomous
vehicles manufacturers can have assertions in the software and the ability to log
failures of those assertions. However, failures of individual assertions do not mean
that the whole thing has failed, but maybe just a subsystem had an issue, and then
the rest of the world compensated. They use that to estimate what is bad. They use
that to �nd unusual circumstances when they do o�ine checks. One thing that has,
perhaps surprisingly, proven to be very useful is, as you simulate things o�ine, you
take those assertions as that sort of natural monitoring that happens and use the
triggering of those assertions as a way to introduce some surprises in your scenario
e.g., have a car come in from the left from out of sight. This can be powerful, since
there is this well-known fact that, in many computerized systems, most of the bugs
hide in those situations where there is one failure already, which are not well tested.
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3.4 Panel Discussion on Neural Network V&V

Q14 Do you see the possible use of digital twins � abstractions models fed with
real-time data � for the runtime evaluation of the AI and vehicle behavior?

Í Answer by Yoav Hollander, Iain Whiteside, David Hand
One can certainly see a role for this sort of thing. For instance, NASA did with
its moonshots and so on. I think systems like this are already embedded in larger
systems so that you can monitor and predict performance and I think it is an excellent
idea. Some companies, like Tesla, who have been public about this, have the next
version of the software running within the deployed vehicle and are still tested on all
the situations while the previous version is running. Moreover, that is not a direct
answer to the question, but it is one way to have a new version being tested on a
massive scale in actual road situations.
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4 | Focus II: Assuring Safety in AI Com-
ponents

4.1 Talk 4: Assuring the Safety of AI-based Autonomous
Driving - Technical, Management and Governance per-
spectives

Simon Burton
Director Vehicle Systems Safety, Bosch & Honorary Visiting Professor, University of
York

Summary

Assuring the safety of autonomous vehicles is a complex endeavor. By this, I do not
only mean that it is technically di�cult or involves many resource-intensive tasks that
must somehow be managed within feasible economic constraints. Both are true. How-
ever, autonomous vehicles and their wider socio-technical context demonstrate complex
systems' characteristics in the stricter sense of the term. That is, they exhibit emergent
behavior, coupled with feedback, non-linearity, and semi-permeable system boundaries.
These factors severely limit our ability to apply traditional control measures both at
design and operation-time. System complexity also increases the risk of "systemic" fail-
ures of the system, which could not have been predicted based on an understanding of
failure modes of individual parts of the system. These drivers of complexity are further
exacerbated by the introduction of AI and machine learning techniques. The net result
is a high level of uneasiness in the traditional safety engineering community regarding
whether AI-based autonomous vehicles can ever be argued to be "safe enough".

In this presentation, I present how considering AI-based autonomous vehicles as a
complex system could lead us towards better arguments for their overall safety, and ulti-
mately their overall acceptance by society. Understanding the unique challenges that this
level of complexity introduces is an important �rst step towards developing convincing
arguments for reducing and managing complexity that increases the risk of systemic fail-
ures. Residual inadequacies of individual machine learning components are an inevitable
side-e�ect of the technology. On the other hand, the potential overall safety bene�t of
autonomous driving is also evident. Therefore, I discuss how mitigations at the techni-
cal system layer and the safety management and governance layers, including e�ective
standardization and regulation, are required to ensure an acceptably safe introduction
of autonomous driving despite the many uncertainties involved. The presentation builds
on the results of an ongoing study, under the auspices of the Royal Academy of En-
gineering's Safer Complex Systems program which I am currently performing together
with a team of colleagues from the University of York.
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Addressed questions

Q15 Are the proposed methods for the assurance of safety not also applicable to
other system properties, and could we increase the interest and demand in using these
methods by �marketing� them under a bigger umbrella?

Í Answer by Simon Burton
The perception of safety can di�er depending on the context. In the automotive
industry and customer experience, the perception of safety can be generalized as
�the vehicle not operating in an unsafe manner: i.e., operating in a manner that
puts the driver into a dangerous situation�. For classic automotive systems, ensuring
that a system's unsafe operation will not occur has typically required a single view:
i.e., Functional Safety (ISO 26262 [1]). However, complex systems such as ADS
require a broader view of how safety is achieved: i.e., considering the availability,
security, reliability, and others. Therefore, it is more desirable to refer to a broader
de�nition: i.e., dependability.

Q16 There is a common opinion that the safety of autonomous systems should be
at least an order of magnitude higher than human drivers. How could that baseline for
safety be de�ned? i.e., are there any established ways to assess the safety of human
driving?

Í Answer by Simon Burton
Often the comparison is made to an average human driver. The di�culty is in the
common understanding/de�ning what an average human driver characteristic is and,
therefore, what the benchmarks are. For example, is it the average, stressed, dis-
tracted, and tired human driver with two kids in the back of the car? Or, is it the
average professionally trained police driver, having a really good day? What we are
promoting in standardization activities is to try to take a balanced approach. Inde-
pendent of how good humans are, we set qualitative targets, how good an automated
driving system should be. We then use statistical measures to measure how well we
have an appropriate argument for that. To conclude, instead of comparing apples
with pears, we should be aware of what are chosen statistical targets are actually
measuring and how these can contribute to the overall safety argument.

4.2 Talk 5: Safety Cases and Safety Performance Indicators
for AI Driven Vehicles

Mike Wagner
Co-founder & CEO, Edge Case Research

Summary

Autonomous mobility relies on cutting edge arti�cial intelligence to drive safely. Arti�-
cial intelligence has yielded tremendous progress: less than twenty years ago, the most
advanced autonomous vehicles traveled a little faster than a walking pace. Thanks to
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tens of billions of dollars of investment, cars can comfortably navigate highways without
human intervention. However, are they safe enough? Edge Case Research helped answer
this question in April 2020 with the release of UL 4600, the world's �rst standard for
evaluating autonomous products. Our presentation for the Autonomous AI + Safety
Workshop will overview how UL 4600 handles machine learning and AI techniques for
autonomy pipelines, focusing particularly on safety performance indicators (SPIs) rel-
evant to autonomous perception, fusion, prediction, and planning. As a trusted third
party with a global customer base, Edge Case has the visibility across industry segments
to develop common SPIs and safety case templates, which we believe will accelerate the
arrival of safe autonomous mobility.

Addressed questions

Q17 How can we reliably detect the �edges� of ODDs, especially where they include
weather and events, not in the ODD?

Í Answer by Michael Wagner
UL 4600 attempts to de�ne how you will evaluate whether you are reliably detecting
the edge cases. The standard does not de�ne a way to do that explicitly. It leaves
that up to developers. We do expect that a number of these detectors themselves
are going to require, perhaps, machine learning and AI.

Q18 What does UL4600 say about what a process should be when Safety Performance
Indicators (SPIs) fail when deployed? Should it always be a �eet grounding? How and
when should a regulator then get involved?

Í Answer by Michael Wagner
There is a di�erence between Safety Performance Indicators (SPIs) and trigger for
a Minimum Risk Condition (MRC). When an SPI occurs, you are not necessarily
unsafe, but you are also not sure that you are safe anymore. Eventually, it comes
down to the context and design decisions of the developer. Certainly, there are some
SPIs that are so fundamental that when you start to see an uptake in violations, you
probably should reassess your operations.

4.3 Talk 6: AI Safety from the Perspective of the DARPA
Assured Autonomy Program

Sandeep Neema
Program Manager, DARPA

Summary

The DARPA Assured Autonomy program aims to advance how computing systems can
learn and evolve with machine learning to better manage variations in the environment
and enhance the predictability of autonomous systems like driverless vehicles. In this
talk, we present some of the key results of this DARPA program. Speci�cally, the talk
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will discuss approaches for assessing the competence of neural networks in classi�cation
and regression settings.

Addressed questions

Q19 How scalable is the proposed Assurance Architecture for large Convolutional
Neural Networks (CNNs)?

Í Answer by Sandeep Neema
Indeed, the scalability of the Assurance Architecture for large CNNs (and Neural
Networks (NNs) in general) is a challenge and an active topic of research. The As-
surance Architecture consists of techniques for formal veri�cation as well as runtime
monitoring of speci�c properties, Moreover, there is signi�cant variability concerning
the speci�c properties (and speci�c approaches) that one is trying to verify or mon-
itor. For example, veri�cation of reachability properties tend to be hard, and the
collection of approaches that we pursue work on NNs with hundreds of thousands of
nodes, which may be adequate for NNs used in control, but nowhere close to NNs
used in perception. On the other hand, for robustness properties, there are already
approaches that scale to CNNs, with millions of nodes representative of NNs used
in perception. For distribution-shift monitoring and con�dence estimation problems,
the scalability is determined by the method used to summarize the training set and
estimate the manifolds, rather than NN architecture itself. Researchers in the pro-
gram have experimented with VAEs and SVDDs for summarizing the training set.
They have been able to perform distribution shift monitoring in real-time for large
scale CNNs.

Q20 How speci�c are the manifolds to the intended class of objects? Are there
chances that an object A is in or close to the manifold around object B, but A and B
are of di�erent classes?

Í Answer by Sandeep Neema
For classi�cation tasks, manifolds do not always do the perfect separation. There
certainly are cases when an object belonging to a class A, lies closer to the manifold
of objects of class B. The classi�cation task will result in a misclassi�cation in this
situation. For con�dence estimation, we are learning and approximating the mani-
folds for the intended class of objects, and use the distance from the centroid of the
manifold as an approximation of the con�dence estimate. In one sense, the con�dence
estimation has the same problem as the classi�er concerning these confounding cases.
However, usually, such misclassi�cations occur closer to the boundaries of manifolds.
The distance measure naturally provides low con�dence estimates for objects on
the boundaries of manifolds, re�ecting the uncertainty inherent in such confounding
cases.
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4.4 Panel Discussion on Assuring Safety in AI components

Addressed questions

Q21 Does UL4600 make a statement about the completeness of triggering conditions?
I think a systematic method to �nd triggering conditions is required to build necessary
con�dence.

Í Answer by Mike Wagner, Simon Burton

UL4600 is clear about the necessity of building a safety case to provide evidence that
a certain level of safety completeness has been reached before deploying an ADS on
public roads. However, despite the augmentations brought in the safety case, it is
clear that there will always be a speci�c residual risk. One of the reasons for this
is due to the inequality of the exposure your system has to the real world at the
development phase in comparison to when the system is deployed on public roads -
i.e., the amount of testing on public roads at development time is much smaller in
comparison to once the system is deployed. Hence, there is an obligation to continue
monitoring new kinds of triggering conditions that have not been anticipated (i.e.,
unknown triggering events) in the pre-deployment phase.
Furthermore, the di�erentiation between known and unknown triggering conditions
is important. For known triggering conditions, it is useful to establish a common
database that appropriately summarizes them. Over time the database of known
triggering conditions is expected to grow: i.e., the more public road driving is done,
the more new triggering conditions will be discovered. This dataset can then be
used to perform certain coverage tests at the development phase: i.e., by applying
the known triggering cases to the system under development. When it comes to
the unknown triggering conditions, it is much harder to argue that all unknown
triggering conditions have been covered. The questions scientists and practitioners
are challenged with are:

ˆ When do we actually start going into public roads?

ˆ How many of these unknowns can be left out before we actually start driving
on public roads

For that reason, a step-by-step approach is needed to expand the complexity of
the domain and expand in the authority of the systems (in terms of how much
responsibility is given to the system).
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Q22 AI-based algorithms are complex and opaque. Are there any approaches to a
better understanding of how the AI-based algorithm work?

Í Answer by Simon Burton, Sandeep Neema, Mike Wagner, Iain
Whiteside

Based on the experience from system safety assurance cases, a lesson learned is
that there is no �single silver bullet� that gives all the answers about the system's
performance. It is a comparable situation when it comes to a better understanding
of AI-based algorithms. Several approaches are currently being developed. One of
them explores how easy it is to force the DNN into a wrong classi�cation: e.g., by
changing a few pixels around a particular frame. Other approaches are sensitivity
analysis, standard testing, analysis of the training data, and similar. Eventually,
a combination of di�erent approaches will need to be taken into account to get
a better picture of the behavior of the AI-based algorithm and its characteristics.
Furthermore, there is a research domain that primarily focuses on explainable AI [2],
[3].

Q23 What component of an AD can/could AI replace, can the control be given to
an AI component?

Í Answer by Simon Burton, Sandeep Neema, Mike Wagner, Iain
Whiteside

A couple of years ago, there was an interest in looking at end-to-end learning, also
known as �common AI� - i.e., using AI from sensing to actuation tasks. However, the
interest has changed from �Common-AI� toward using AI only in speci�c parts of
the system, where AI is better than classic algorithms. The reasons for such a shift
is (i) the opaqueness problem of AI-based components, (ii) the di�culty in de�ning
how good AI-based components should be, as well as (iii) how to validate them. The
smaller the functionality of the AI component is, and the more speci�c its functions
are de�ned, the easier it is to tackle the three challenges mentioned above.
Today, AI-based algorithms are commonly used when it comes to recognizing an
object in the environment, predicting the future states of the environment, and plan-
ning.
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Q24 If a product is certi�ed according to UL 4600, is the intent that the product has
now been determined su�ciently safe for commercial deployment? In other words, what
does UL 4600 certi�cation mean?

Í Answer by Mike Wagner
Generally speaking, the idea of a standard is to lay out a set of guidelines for evaluat-
ing the safety of a system under development. The guidelines include performing risk
analysis, identifying what it means to be safe, identifying the required safety integrity
levels, and so on. Once the system is developed following the applicable standards,
all safety-relevant activities are summarized in a Safety Case: i.e., a structured ar-
gument supported by evidence, intended to justify that a system is acceptably safe
for a speci�c application in a speci�c operating environment. UL4600 standard aims
at guiding safety experts in creating a safety case, so the evidence is self-su�cient,
and the augment is sound.

Í Comment by Simon Burton
Standards, whether they are from ANSI/UL, ISO typically, document state of the
art and best practice, so that they can be referred to in guiding to ensure some
consistency in approaches. However, also when the worst comes to the worst, it gives
some way of measuring what could have been expected by companies developing and
operating such vehicles.

Q25 How do we develop standards like UL in a space where there is so much agility
and change at the moment?

Í Answer by Simon Burton
Today, there are several standards under development (i.e., by ISO, IEEE, ANSI/UL)
that de�ne the safety requirements and processes for safe automated vehicles. More-
over, UNECE is developing regulations that refer to said standards. For complex
systems like ADS, we can work on an industry and society consensus and publish
rules and laws on an international level. Once the consensus is reached, we can
then decide what type of standards are necessary to apply for making systems good
enough. Furthermore, one should be careful about being too absolute about saying
�if speci�c standards are ful�l led, the system is legally safe�. There is a lot more to
do than ful�ll a standard: i.e., type approval, which is covered by UNECE.

Í Comment by Mike Wagner
I can completely agree with the need for agility and one of the reasons why we
encourage everyone in this forum to contribute and help develop the next version of
the 4600 standards, which is currently worked on.
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5 | Survey Results

5.1 Contributors
In total, 23 contributions were made to the post-event survey. A summary of the con-
tributors' workplace, their role, company/institution, and experience is summarized in
Figure 5, under Survey Question (SQ1-SQ4). Contributors' workplace was from 10 dif-
ferent countries. Concerning their current role in the company, the distribution is as
follows: 29% research and teaching-oriented (e.g., Ph.D. student, Professor), 28% have
managing roles, 24% general technical/engineering (e.g., system architect, project en-
gineer), and 19% general safety (e.g., functional safety, safety experts). Furthermore,
30% work in a Tier 1 company, 26% are working in a research institution or university,
9% in a Tier 2 company, 9% for OEM, 9% for a government organization, 4% for a
semiconductor company, and 4% for other. Finally, 34% of the contributors are involved
in the development or research of SAE L2 AD, whereas 33% in SAE L4 AD, 11% in
SAE L5 AD, and 22% are not involved currently.

Figure 5: Information about the contributors of the survey.
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